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Abstract— The multicast addressallocation problem requiresInter net
domains to allocate unique addressesto multicast applications from a
globally-shared space.We develop a theoretical framework for multicast
allocation algorithms that is influenced by subcubeallocation in hyper-
cube computer systems. Basedon this framework we derive complexity
resultsfor the addressallocation problem and describe several new allo-
cation algorithms that usea hypercube modelfor addressrepresentation.

|. INTRODUCTION

The multicastaddressallocationproblemis one of several
key problemsthat hasdelayeddeploymentof native IP multi-
castthroughouthe Internet.While recentwork in the areasof
Source-SpecifidMulticast (SSM) and applicationlayer multi-
castprotocolshasside-steppethe mallocproblem neitherhas
proposedully satishctoryschemeso supportarny sourcemul-
ticast(ASM). Therapidly increasinguseof the Internetfor all
mannerof communicationsmakesit imperative that we con-
tinueto seeksupportfor minimumlateng, maximally efficient
multicastservices.

In this paper we shav thatthe multicastaddressllocation
problemis oneinstanceof a well-known, generalresourceal-
locationproblemin which ablock of resourcess allocatedand
de-allocatedasedn dynamicrequestdor sub-blockf vary-
ing sizes.Theability to respondo requestainderheary loads
is difficult becaus¢heresourcespacanaybecomdragmented
into mary smallnon-aggrgatableblocks.

The most well-known instanceof this problem arisesin
memory managemenand disk spacemanagemenin which
contiguoushytesof memory(or physicalblocksof disk space)
are allocatedand de-allocatedver time. Otherexamplesin-
cludedistribution of zip codesandtelephonenumbersandthe
processoallocationproblemin hypercubestori, andmeshes.

Wefocusourattentiononthelatterclassof problemsspecif-
ically the subcubeallocationproblemin hypercubesWe shov
how resultsfrom subcubeallocation— including its compact
notation,complexity results,andalgorithms— canbe applied
to the malloc problemto overcomethe limitations of current
schemegor addressllocation.

We first reportedthe closerelationshipbetweenthe malloc
problemandthe subcubeallocationproblemin [1]. Here,we
continueour developmentof a theoreticalframework for the
multicastaddressallocation problem and proposenew algo-
rithmsthatusea hypercube-baseabproachA companiorpa-
per[2] (alsosubmittedo Globecom)uildsonthesetheoretical
resultsby modelingthe malloc problemandstudyingthe per
formanceof thealgorithmswe discusswithin thecontext of the
MASC architecturd3].

The contributionsof this paperinclude:
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« Classificationof addressallocation algorithmsinto a se-
guenceof threeclasses:prefix-based contiguous andnon-
contiguous While a prefix-basedalgorithmis recommended
for MASC, contiguousand non-contiguouslgorithmsoffer a
moreflexible representatiofor addres$locksandhencepro-
vide a greaterability to recognizefree blocksin a fragmented
space.

« Thefirst compleity resultsfor themallocproblemandtheir
implicationsfor addressallocationprotocols. Until now, the
malloc problemhasnot beenstudiedformally. Our complex-
ity resultsshav that addressallocationis a subtle and diffi-
cult problem,more so than heretoforeunderstoody the net-
working community Our resultsprovide guidancetowardsap-
proacheghatarelikely to reappracticalbenefitsfor multicast
addressllocation.

« New polynomialtime algorithmsfor addressllocationthat
usea hypercubemodelfor addressaggregation. Thesealgo-
rithmsaredefinedby theirrecognitioncapability(prefix-based,
contiguous,or non-contiguous)ynd their fit model (first fit,
ARBE fit, bestfit, or worstfit). Thesenew algorithmshold
promisefor usewithin the MASC architecture.

Il. BACKGROUND AND TERMINOLOGY

In this section,we definesomebasicterms, provide back-
groundinformationonthe MASC architectureformally define
the malloc problem,and shav that thereis a straightforvard
correspondencdeetweerthesubcubellocationproblemin hy-
percubesandthe malloc problem.

A. AddressExpressions

An addressxpressionis a compactnotationfor represent-
ing blodk or setof addressesWe usethe standarcdon’t care
notationof hypercubegor expressionse.g.,the setof four ad-
dresse€000, 0001, 0010, 0011 canberepresentedsthead-
dressexpression00XX, in which the X’s represention't care
bits. This notationis similar to that of addresamasks,which
arecommonlyusedin Internetrouting protocols.

We definethe following taxonomyof addressexpressions,
basedntheallowablepatternsof thedon't care bits.

o Prefix-Based Addressexpressionsmust have all all the
don't care bits in therightmostpositions.

« Contiguous Addressexpressionsmust have contiguous
don't care bits, with wraparoundallowed.

« Non-Contiguous Addressexpressionsnay have the don't
care bitsin arbitrarypositions.

For example,givena block of 2° addresseallocatedirom a
210 pit addressspace,00100XXXXX denotesa prefix-based
addressexpression,001XXXXX01 and XX00110XXX both
denotecontiguousaddresgxpressionsandX00XX10XX0 de-
notesa non-contiguougxpression.



Note that eachclassis containedin the next, with non-
contiguousheingthe mostgeneraklass.

B. MASCandthe Malloc Problem

We assumehewidely-accepteanodelfor interdomainmul-
ticastdefinedby Kumaret. al. [3] andthe proposalsof the
IETF's MALLOC working group[4]. Underthis model, do-
mains use the Multicast Address-SeClaim (MASC) proto-
col to dynamically assignaddressblocks along the existing
provider-subscribehierarchy A subdomairclaimsblocks of
addresse$rom a parentdomainin orderto satisfy multicast
addresgequestdrom internalapplicationsaswell asfrom its
own child domains.

The heartof the MASC protocollies in the schemeausedfor
allocationandde-allocatiorof addresblocks. Thisfundamen-
tal, yetdifficult problemis whatwe referto asthemallocprob-
lem, which can be definedas follows for a single hierarchy
composedf a parentdomainandm child domains.The defi-
nition is easilyextendedo a multi-level hierarchy

The Malloc Problem: A domainis givenacontiguoussetof
2" multicastaddresseggpresentedsbinary numbersfrom 0
to 2™ — 1. Initially, all addresseare availablefor allocation.
Child domainsCy through C,, requestblocks of addresses
whosesizesarepowersof 2. Thechallengeof themallocprob-
lem is to allocateblocks of addresse$o child domainsunder
heary demandasthe addresspacebecomedragmentecbver
time. A goodallocationalgorithmshouldsatisfyasmary re-
guestsaspossiblewhile attemptingo minimizethe numberof
blocksa child domainholds(to keeprouting tablessmall) and
the numberof timesa child mustchangeaddresseéo reduce
routingtableflux).

A child domainthat requestsadditionaladdressesnay be
satisfiedn threedifferentways:

« expansion A child is givena new block in additionto its
currentblocks. Eachnew block increaseghe size of the do-
main’'sroutingtable.

« doubling: Oneof thechild’s blocksis combinedwith afree
buddyblock, which hasthe sameaddres®xpressiorexceptfor
onedifferentinstantiatecbit. By combiningwith a buddy, the
new block canstill be representedvith a single addressex-
pression,specificallyan expressionwherethe differing bit is
changedo a don't care bit. Growth by doublingis desirable
becausé keepsoutingtablesizesstableandreduceshescope
of routingtableupdates.

« migration: A child exchangesneor moreof its blocksfor
anew block thatis aslarge asall of the old blockscombined.
Following a migration,the child thentriesto expandby getting
a new block that cansatisfyits needfor additionaladdresses.
Migrationfollowedby expansions usedto keepthetotal num-
berof blocksassignedo achild within somebound.Thishelps
reducethe size of the domains routing tableat the expenseof
someroutingtableflux.

In the MASC architecture,the allocation algorithm uses
prefix-basedexpressionsand allocatesnewv blocks using a
worst-fit placemenimechanisntalled ARBE. Worst-fit place-
ment generallyleaves free spaceadjacentto eachnewly al-
locatedblock, which canbe usedin the future for doubling.
Whena child needsmore addressest first checkswhetherit
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Fig.1. Thecorrespondenceetweeraddressllocationandsubcubeallocation

hasfreeaddresseavailablein oneof its currentblocks. Other
wiseit triesto expandto anadditionalblock or doubleoneof its
existing blocks. If this fails thenit triesto migrateall its hold-
ingsto anew block. An adaptve mechanisntriggersrequesbr
releaseof blocksbasedon low andhigh utilization thresholds.
Laterin this paperwe examineARBE moreclosely in thecon-
text of our taxonomyof allocationalgorithms,anddiscussits
adwantagegnddisadwantages.

C. Subcubellocationandthe Malloc Problem

Thehypercubes anelegantrecursve mathematicastructure
thatsenedastheunderlyingcommunicatiometwork of theln-
teliPSCandN-Cubeparallelprocessordackin thelate 1980s
andearly 1990s. In a hypercubethe 2™ processorare each
labeledwith ann-bit addressprocessorsvhoselabelsdifferin
exactly onebit positionareconnected.

A subcubés a subsebf thenodesandedgesf a hypercube
thatthemselesform a smallerhypercubeln ahypercubema-
chine,parallelapplicationgequessubcubeshold themfor the
runtimeof the application,andthenreleasehe subcubedback
to the operatingsystemscheduler The algorithmusedby the
scheduletto handlethe requestsandrelease®f the subcubes
is the subcubeallocation algorithm andhasbeenthe target of
intensive researcHor mary yearg[5], [6], [7], [8]

A key obsenationis thefactthata subcubés equivalentto
a block of addressedescribedvy a singleaddressxpression.
Thus,asshovnin Figurel, agivensubcube— or its equivalent
block of addresses canbe describedisingprefix-basedg¢on-
tiguous, or non-contiguousaddressexpressions. This equiv-
alencemeansthat subcuberecognitiontechniquesan be ap-
plied to the problemof multicastaddressllocation. However,
a numberof key differencesand practical constraintsassoci-
atedwith the malloc problemrequirethat resultsfrom hyper
cubetheorybe appliedto the addressllocationproblemwith
greatcare.

I1l. COMPLEXITY OF ADDRESS ALLOCATION

Any practicalallocationschememustbe ableto doubleand
migrateefficiently. In this paperwe seekalgorithmsthatyield
optimal solutionsin polynomialtime and space. Wherethis
is not possiblewe sacrificeoptimality in orderto maintaina
polynomialsolution.

Below, we summarizecompleity results for the three
classexf addressllocationschemes:prefix-basedcontigu-
ous,andnon-contiguous.

A. Doubling Compleity

In ary prefix-basedallocation scheme,there is only one
choicefor doubling,i.e.,doublingcanoccuronly by corverting
therightmostinstantiatedit to a don't care bit. For example,



Recognitionfor n bit addresspacek bit subcube/block

Total blocksrecognized
Subcube General Example:
Allocation Scheme formula n=8+k=3
Buddy (prefix) on—Fk 32
Gray (non-contig) on—k+1 64
Dbl Gray (non-contig) notgiven 128
Partnerg(non-contig) | (n —k + 1) x 2n—k 192
Cyclic (contiguous) n x 2"~k 256
Full (non-contig) (7)) x 2n—k 1792

Tablel. Recognitioncapabilityof allocationschemes

if child domainC'1 holds addresslock 000XX, it canonly
doubleinto the block 00XXX.

In ary contiguousallocationschemetherearetwo choices
for doubling,i.e. by convertingeithertheleftmostor rightmost
instantiatedbit to a don't care bit. For example,if C1 holds
block 0XXO00, it candoubleinto eitherblock XXX00 or block
0XXXO.

Thecompleity of doublingfor prefixandcontiguousalloca-
tionis O(C), whereC' is thenumberof child domains.Theal-
gorithmsimply generateshe addressxpressiorfor the candi-
datebuddyblock andthentestswhetherthatblock is available
by checkingfor intersectiorwith theotherchildren'sblocksvia
bitwise comparisorof addres&xpressions.

In any non-contiguousallocationschemetherearen — k
choicesfor doubling, wheren is the total numberof bits in
thefull addresspaceandk is thenumberof don't care bitsin
the currentaddres®xpression.Doubling occursby cornverting
ary oneof theinstantiateditsto adon'’t care.

The compleity of doublingfor non-contiguousllocationis
O(C % n) sinceit may have to examineall n — k choicesfor
doubling,testingeachfor intersectiorwith theotherchildren’s
blocks.

B. Migration Compleity

Theability of anallocationscheméo migrateto anew block
in ahighly fragmentedaddresspacsds afunctionof its ability
torecognizeblocksof thedesiredsizein thefreeaddresspace.

Tablel shovstherecanition capacityfor aspectrunof sub-
cubeallocationschemesll of which can be invoked for the
mallocproblem.Thetablegivesthegeneraformulafor theto-
tal numberof subcubes/blocksf size2* thatcanberecognized
in ahypercube/addrespaceof size2™. It is clearthatrelaxing
constraintontheformatof theaddresexpressiorfrom prefix-
basedo non-contiguousastlyimprovesthe potentialrecogni-
tion capacity This potentialmay not necessariljfeadto bet-
termigrationperformanceglueto fragmentationNevertheless,
theincreasedecognitioncapabilityprovidesstrongmotivation
to explore contiguousandnon-contiguouglgorithms.

Prefix-basedllocationwasprovedto be polynomialtimein
[6]. Underprefixschemeshlocksareallocatedanddeallocated
in arigid patternusingafreelist organizedoy block size.

We have developedthe first known polynomial time algo-
rithm for contiguousallocation. Earlierwork with hypercubes
underthis modelfocusedon parallelalgorithmswhich usean
exponentialnumberof processorg9]. Our algorithm, which
we call Cyclic, exploits the fact thatthereare only n classes
of cyclic blocks, categorizedby the position of the rightmost

don't care bit. It usestechniquedor logic designthatareare
exponentialtime for logic circuits [10], but polynomial time
for cyclic addressallocation. In the next sectionwe give an
overview of Cyclic; the algorithmis fairly complex and de-
scribedmorethoroughlyin [11].

B.1 Non-Contiguougllocation

Non-contiguousllocationis not asstraightfornardbecause
subtly differentstatementsf the problemhave beenproposed
with differentcompleity results.We first give the complexity
results,then discusstheir implicationsfor addressallocation
protocols.In thefollowing, a feasiblesetof requestss onein
which the sumof the all the requestedlocksdoesnot exceed
thefull addresspace.

Problem1 Single-RequestAddr essAllocation. Givenchild
domainsC, throughC,,, which havealreadybeensuccessfully
allocated(disjoint) blocks B; through B,,,, respectivelydoes
there exista freeblock of size2*, k <= n?

Theorem1 Single-RequestAddr essAllocation is NP-hard.
We provethis by reductionfrom SAT. We establista directcor-
respondencbketweerclausesandsubcubesshaving thata set
of clausess satisfiediff thereis a free subcubeof dimensionk
afterthe subcubegorrespondindo thoseclausesareallocated
to thechild domains.Thefull proofcanbefoundin [11].

Problem2 Unordered-RequestsAddr essAllocation. Given
a feasible unordered set of requestsfor blocks of sizess;
through s, is there an allocation that satisfiesthis setof re-
guestgegardlessof theorder in which they are issued?

Theorem2 Unordered-RequestAddr essAllocation is NP-
hard. Thisis aninstanceof amoregeneralprobleminvolving
offline subcubellocationthatwasprovedNP-hardby Dutt and
Hayes[5].

Problem 3 Ordered-RequestsAddressAllocation. Given
an ordered sequencef requestsor blocks of sizess; through
sm IS there anallocationthatassignsa blodk to ea requesif
a freeblodk existsat thetime of therequest?

Ordered-Request&ddressAllocation is an openproblem.
We conjecturethatit is solvablein polynomialtime andhope
to completeour proof by the deadlinefor final submissiorof
this paper

ThereasorProblem3 mayadmitapolynomialtime solution,
while Problemsl and2 do not, liesin thefactthatunderProb-
lem 3 we know which of the pastrequestsave beensatisfied
andwhich blockshave beenallocatedtio eachchild. Thuspast
history and currentstateare known at the time of eachgiven
requestProblem?2 requireghatanalgorithmbeableto satisfy
all n! possiblerequessequencewhile Probleml requireshat
the algorithmbe able to reconstructhe sequencef requests
thatledto thecurrentsituation.

B.2 Implicationsfor the MASC Architecture

Theoreml impliesthatit is not sufficient to determinethe
currentallocationstateand then satisfy a given request. For
example,a child domainthat needsa new block of addresses
maywantto queryits siblingsto find outwhatblocksthey hold,
or a parentdomainmay simply track its allocations. In both



casesit is notpossiblefor the child or the parentto find a free
block of thedesiredsizein polynomialtime.

Theorem? stateghatthereis no polynomialtime algorithm
thatcansatisfya feasiblesetof unorderedequests However,
we notethatin a realistic settingrequestgor blocks may oc-
cur in a fixed, orderedsequencehenceit is not necessaryo
optimizeoverall possibleorderings.

Problem3 is amorenaturalstatemenof themallocproblem,
andwe believe this canleadto a polynomialtime algorithmfor
non-contiguousaddressallocation. The algorithmwe present
in the following sectionis framedin termsof a request-reply
protocol,but the sameresultsshouldapplyto ary protocolthat
maintainsorderingfor requests.

IV. MULTICAST ADDRESS ALLOCATION ALGORITHMS

In this section,we presentseveral addressallocationalgo-
rithmswithin the context of our theoreticaframework, includ-
ing thosefrom the networking communityandthosewe have
adaptedr developedthatare hypercube-basedBecausealou-
bling is a straightforvardoperatiorfor all algorithms we focus
on migration. Recallthat with MASC a child domaintriesto
migratewhenit is unableto doubleoneof its currentblocks.

Migration algorithmscanbe characterizedby their recogni-
tion capacity(prefix, contiguousnon-contiguousandby their
fit type (first fit, lastfit, bestfit, andworstfit). Dueto space
limitations, we give only a high level descriptionof our algo-
rithms; detailscanbefoundin [11].

Our discussiorusesa simpleexamplethroughout:a single-
level domainhierarchy an addresspaceof 2* addressesand
the following sequenceof requestsfor addresseggiven as
blocksizes):2,1, 1, 2.

A. Prefix-basedlgorithms: Prefix-FFand Prefix-ARBE

Prefix-basedilgorithmscanbe bestunderstoodhroughthe
useof an allocationtree in which the leaf nodesare labeled
left to right with the binary addresse$ through2™ — 1. Left
edgesarelabeledwith 0 andright edgeslabeledwith 1. See
Figure2(a).

It is easyto seethatthe binarysequencenthe pathfrom the
rootto ary leafnodeis preciselythelabelof thatleafnode.Any
interior nodein the tree correspondgo a block of addresses
containedn thesubtreeootedatthatnode.Theexpressiorfor
this block is the binary sequencen the pathfrom the root to
thatinterior node followedby don't cares

Prefix-FF allocatesaddressesising first-fit; it is identical
to the Buddy SubcubeAlgorithm [6]. Prefix-ARBE allocates
blocksusinga worst-fit, reverse-bitordering[12]. Figures3(a)
and (b) shav how Prefix-FFand Prefix-ARBE would handle
the above sequencef addressesWith Prefix-FF therequests
areall pacledinto the low numberedaddressesAs a result,
no child block candoubleinto its buddy block, but migration
requestdor 2, 4, or 8 addressesanbe accommodatedUnder
Prefix-ARBE thefour initial requestarespacedut sothatall
childrencandouble. However, no migrationrequestof size4
or 8 canbessatisfied.

OOXX (prefix) lXXO (cont|guous)
(a) A prefix-based block and a contiguous block in allocation tee T

01XX (in T) " 1XXO0 (in Tg)

(b) The contiguous block 1XX0 iy T above has been transformed
into a prefix block 01XX in T

Fig. 2. Allocationtreesfor prefix andcontiguousallocation

(a) First Fit:
(b) ARBE:

__6789101112131415

Fig. 3. Allocationfor request®, 1, 1, 2 underPrefix-FFandARBE fits

B. Contiguousalgorithm: Cyclic

Assumingthe initial allocationsshown in Figure 3(a) and
(b), contiguousallocationimproves over prefix-basedalloca-
tion: all of the childrencandoubleand migration requestof
sizes2,4,and8 canbesatisfiedundereitherFF or ARBE fits.

We have developedapolynomialtime algorithmfor contigu-
ous addressallocationcalled Cyclic. The key featuresof the
algorithmare (1) it inspectsonly n allocationtrees,(2) it sim-
plifies the taskof finding a k-cubeinto thatof finding a single
free nodein atruncatedallocationtree,and(3) it useshinary
searchandthe consensusperationfrom logic designto locate
asinglefreenodeandthusafree k-cube.

Cyclicinspects: allocationtrees,onecorrespondingo each
of the possiblebit positionsoccupiedby the rightmostdon't
care bit. Figure2(b) shavs the representationf block 00XX
in Ty andblock 1XX0 asthey appeatin treesTy andT}.

Within a givenallocationtreeT;, Cyclic transformghetask
of searchingor afreek — cube into thetaskof findingasingle
freenodein two steps First, thechild holdingsarerepresented
as prefix-basedholdingsin the currentallocationtree T; via
wraparoundight-shift of ¢ bits. Then,the lastk bits aretrun-
catedfrom eachchild’s holding.

Onceatreeis transformedthenCyclic doesa binary search
of the treeto find a free node. If the searchis successfuljt
yields a free nodein allocationtree T; that can be translated
backto the addressxpressiorfor the correspondindree k —
cube. If thesearchs notsuccessfulthereis nofreenodein the
treeandthe operationmustbe repeatedn the next allocation



tree.

To determinevhetherthereis afreenodein agivensubtree,
Cyclic usesthe consensugpemation [10]. Consensuss a bi-
nary operationthat finds the commonblock of addressesor
two adjacentblocks. If consensuss appliedto two buddies,
theresultis the combinationof the buddiesinto alargerblock.
Cyclic startswith a list of the child holdingsand repeatedly
appliesconsensuso all pairsof adjacentlocks. Any blocks
that are coveredby a larger block are removed from the list.
This proceduras repeatedintil no buddiesremain.At most,a
blockcanbecombinedwith its buddyn timessinceeachbuddy
changesninstantiatedit to a don't care. Thus,we areguar
anteedthat the algorithmterminatesafter n iterations. These
repeatednvocationsof the consensusperationwill yield the
whole subtreeiff the subtrees coveredby the children. This
indicatesafailureto find afree nodein thesubtree.

The compleity of Cyclicis O(C * n®). NotethatCyclic is
amigrationalgorithmfor Probleml in which all thatis known
is theidentity of the blocksheld by the children.

C. Non-contiguousigorithm: MaxQ

The advantagesof non-contiguousallocation can be seen
from the highly fragmentedsituationin Figure3(c). Cyclic can
only migrateto new blocksof size 2, while a non-contiguous
algorithmcanmigrateto blocksof sizes2 and4. For example,
afreenon-contiguoudblockis 0X1X.

We have developed a non-contiguousaddressallocation
algorithm for the Ordered-Requestproblem called MaxQ.
MaxQ usesthe consensusperationto maintaina freelist that
containsamaximalfreesubcubeThisfreelist is awealertype
of free list thanthat proposeddy [5] which is a maximalfree
list thatis greaterthanall other maximalfree lists. Our free
list only attemptgo find oneof all the maximalfree blocksof
addressef which theremay be several, andthenthe restof
thelist containsa sub-optimallist of free addresslocks. For
example,if thefreelist containedhefreeaddresse800, 001,
110, 100, thealgorithmin [5] would beguaranteetb find 00X
and1X0 asthemaximalfreelist. While thislist mightbefound
by our MaxQ algorithm,it couldalsofind 001, X00, 110 asa
freelist.

By usingtheconsensusperationwe comparethe elements
of thefreelist to eachotherandfind the consensubetweenrall
pairs. Any new consensusvhich coversa pair of addressess
keptandthe coveredpairsareremoved. We apply the consen-
susoperatiorto all pairsin thefreelist repeatedlyuntil we find
thatthereareno new consensusblocks. As for Cyclic, we are
guaranteethatour algorithmwill executeatmostn iterations.
Oncewe havealist of maximalfreeblocksgivenfrom thepairs
in the originallist, we canchooseary of thelargestblocksand
thenkeepthe resultsof this block with the subtraction®of the
otherblocksin anew list andmaintaina polynomialsizedfree
list.

Usinga freelist allows usto ensurehatif amigrationneeds
a block of size k, thena simple traversalthroughthe list in
searchof a k-sizedblock will revealif oneexists. Sincewe
know our free list will containa maximalfree block, thenif
thereis not a k-sizedblock in the list, thereis not a maximal
block of thatsizein the addresspace We arecurrentlywork-

ing on a proof that the list will alwaysremainpolynomialin
size.

Note that a non-contiguousmodel for addressexpressions
calledkampaiwasintroducedn [13] for unicastrouting. How-
ever, the kampaialgorithm was restrictedto growth through
doublingonly.

D. Conclusion

In this papemwe have establishedtheoreticaframevork for
the multicastaddressallocationproblemby showing its close
resemblancéo the subcubeallocationproblemin hypercubes.
We developeda classificationschemefor addressxpressions
into prefix-based contiguous,and non-contiguouspasedon
constraintson the locationof don't care bits. We thenproved
compleity resultsfor eachclass,shawving prefix andcontigu-
ous allocationto be polynomialtime, and shaving two non-
contiguousallocationproblemyqSingleRequesandUnordered
Requestsjo be NP-hard. We presentedCyclic, thefirst poly-
nomial time algorithmfor contiguousallocation. Finally, we
conjecturedhatNon-ContiguouOrderedRequestss polyno-
mial time andpresentedhe MaxQ algorithmfor this problem.
Throughoutwe focusedon theimplicationsof our resultsand
onfinding practicalalgorithmsfor the mallocproblem.

Basedon their recognitioncapability contiguousand non-
contiguousalgorithmsappearo hold greatpromisefor mul-
ticastaddressllocation. In our companionpaper[2], we in-
vestigatethe performancef thesealgorithmswithin a general
modelof themallocproblem.
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