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Abstract—To support IP multicast, domainsmust assigna unique mul-
ticast addressto eachapplication from a limited, globally-shared address
space. We examinethe performance of several classesf addressalloca-
tion algorithms within the context of the MASC architecture. This study
is the first of its kind to model the generalizedmulticast addressalloca-
tion problem and considernon-contiguousallocation algorithms. We find
that prefix-basedallocation outperforms our non-contiguousalgorithm,
despite the apparent advantagesof non-contiguousallocation. We also
verify the benefit of using worst-fit for new allocationsand outline several
areasfor futur e work.

|. INTRODUCTION

Multicast addressllocationis oneof several obstacleghat
has slowed multicastdeployment. The multicastinfrastruc-
ture built using Deerings original IP multicastmodel— now
referredto asAny SourceMulticast (ASM) — requiresthatap-
plicationssharea single, global addresspace.In this model,
a multicastaddressdentifiesa logical group of membersand
ary sourcemay senddatato this dynamicsetof membersat
ary time. No two applicationsmay sharethe samemulticast
addressat the sametime, or elsethe groupmemberanay re-
ceivetraffic they donotwant.

The key problemfor ASM multicastaddressallocationis
to assigna uniqueaddresgo eachapplicationfrom a limited,
globally-sharedaddressspace. Becausethe addressspaceis
limited, addressesustbe re-usedboth over time and across
topologically-distinctmulticastgroups. Althoughthe problem
containsboth aspect®f sharing,for simplicity we referto the
problemof allocatingandsharingof addressegvertime asthe
malloc problem for therestof this paper

To addresghe malloc problem,Kumaret al. developedthe
MASC addressllocationarchitecturewhich dynamicallyal-
locatesaddressealongthe provider-subscribethierarchy[1].
In MASC, adomainclaimsarangeof addressesom its parent,
thenallocategheseaddressew hostswithin its domainaswell
asto its child domains.In both Kumars original researctand
in subsequentETF specificationg2], MASC usesa contigu-
ous,prefix-basedllocationschemewith a worst-fit placement
algorithm. Neither of thesechoiceshasbeensystematically
studiedto determinef they arethebestfor theMASC architec-
ture, despitean intuition by Kumaret al. that non-contiguous
schemesgouldprovide betterperformancg1].

We believe the generaimalloc problem— andthe MASC al-
gorithmsin particular— remainimportantto the multicastre-
searchand engineeringcommunities despitethe recentsurige
of interestin alternatve multicastrouting architectures.The
most viable of thesearchitecturesSource-Specifidviulticast
(SSM) [3], [4], elegantly solvesthe multicastaddressalloca-
tion problem,but at the costof restrictinga multicasttreeto
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a single source. Additional application-leel servicescan be

built to provide efficient multiple-sourcesSMdelivery [5], but

native supportfor ASM will alwaysoffer thebestpossibleper

formancen termsof lateng andnetwork utilization. Lik ewise,

pure application-layerapproache$6], [7], [8], [9], [10] offer

simpler deployment, but have even worse performancethan
SSM for multiple-sourcesessionsbecauseno network layer
supportis utilized. Thusit is quite likely that ASM services
will continueto be offeredin the foreseeabldéuture, operating
alongsideheseotherapproaches.

Our goalin this paperis to systematicallystudythe perfor
manceof a variety of allocationalgorithmsand fit methods
to determinewhich are bestsuited for the MASC architec-
ture. Previous work by Radoslaov et al. examinedthe per
formanceof MASC's prefix-basedllocationalgorithmin iso-
lation, demonstratingts capabilitiesin a variety of situations
[11]. Our study broadenghis work substantiallyby examin-
ing several classesf algorithmsderived from our theoretical
frameawork for the multicastaddressallocationproblem[12].
The basisthesealgorithmsis to usea moreflexible represen-
tationfor addresdlocksandhenceprovide a greaterability to
recognizdreeblocksin afragmentedspace Our studyalsoin-
troducesa simple modelfor the generalizednalloc problem,
load functionsthat representshifting demandbetweenchild
domains,anda setof metricsthat accuratelycapturean algo-
rithm’sability to grow its currentaddres$ioldingsor migrateto
new holdings.Finally, our studyexaminesa variety of fit types
to determinewhich arebestsuitedto this dynamicsystem.

Theinitial resultsof our studyindicatethat prefix-basedl-
locationactuallyperformsquite well in comparisorwith non-
contiguousalgorithms. Theseresultsare surprisingbecauseét
hasbeenassumee- by theauthorsof MASC andby oursehes—
thatnon-contiguougsddresschemesvould outperformprefix-
basedallocationmechanisms.We also find that worst-fit for
newly allocatedblocksperformsbetterthanfirst-fit andbest-fit.
This resultis remarkablyconsistentacrossalgorithm classes,
which validateSMASC's generadesignindependentf theal-
locationalgorithmused.

In thefollowing sectionswe provide backgroundor themal-
loc problem,describethe algorithmswe study andpresenbur
modelfor the malloc problem. Thenwe presenthe resultsof
our addresallocationexperimentsanddescribea rangeof ad-
ditional issuego explore.

I1. BACKGROUND

Handley andJacobsomlevelopedthefirst addressllocation
mechanismasa part of their session directory tool [13]. This
tool allows usersto register multicastsessionsand declarea
scopefor the sessiorin termsof anadministratve boundaryor



Free List:

(1) 00OXXXXXX

(2) 00LXXXXX, 000LXXXX
(8) 0011XXXX, 0001XXXX

Step (1) Parent has a free block:
224.0.0.0/26
O0OXXXXXX

Step (2): Child domain A
is allocated a sub-block:
224.0.0.0/28
0000XXXX

Step (3): Child domain B
is allocated a sub-block:
224.0.0.32/28

9 0010XXXX

Fig. 1. MASC Allocation Example

a numberof hops. Using a sessiorscopeallows addresseo

bereusedverspacebecauséwo non-overlappingsessionsan

eachusethe sameaddressReuseovertime is enforcedby re-

quiring an applicationto returnits addressesvhenit is done.
Handley extensiely studiedthe performanceof the session
directory addressallocationmechanismand concludedthat a

hierarchicalallocationarchitecturavasneededo allocatead-

dresse$rom a sufiiciently largesharedspacq14].

Becausef thiswork, agroupof researcherat USC/ISland
Michigan developedthe MASC architecture which usesthe
provider-subscribehierarchyalreadypresentn the Internetto
dynamicallyallocateblocksof multicastaddresset domains
[1]. A domainrunningMASC usesa claim-collideprotocolto
requesblocksof addresseBom its parentdomainandresole
conflicts with arny sibling domainstrying to claim the same
block. A separatesetof protocolsis usedto allocateaddresses
from theseblocksto hostswithin thedomain.

The MASC addresallocationmechanisnusesprefix-based
expressiongfor addressblocks and a worst-fit algorithm for
new requests.Figure 1 illustratesthesebasic conceptsusing
asimpletwo-level hierarchy The parentdomainhasbeenallo-
cateda rangeof 64 addressegivenin dotted-decimahotation
as224.0.0.0/26. Ignoring the first 24 bits, we canrepresent
this as 00XXXXXX, wherethe X’'s representon’t care bits
that canbe setto eitherO or 1. BecauseMASC usesprefix-
basedexpressionsthis meansthat all of the don’t care bits
mustbein the rightmostpositions. Similarly, child domainA
hasbeenallocated16 addressesepresenteés224.0.0.0/28
or 0000XXXX. Giventhis situation,we canrepresenthefree
addressem two blocks: 001XXXXX and0001XXXX. When
domain B requestsl6 addressesthis requestis filled using
worst-fit; first, the largestfree block (001XXXXX) is chosen,
and thenthe first sub-blockof the requestecsizeis selected
(0010XXXX). Whentherearemultiple free blocksof thesame
size,oneis choseratrandom.

The evaluationof MASC performedby Radoslaov et al.
[11] focuseson evaluatingclaim-collide as a viable architec-
ture, ratherthan on evaluating the addressallocation mech-
anismitself. They illustrate conditionsunderwhich address
allocationlateng is low, despitethe possibility of colliding
requestsand network partitions. In addition, they show that
overall resourceutilization is a function of the numberof lev-
els of hierarchyandthatthe MASC architecturecanadaptto
changesn overallload. Their evaluationdoesnot consideral-
ternatvesto prefix-basedschemesor alternatvesto worst-fit
asafit type.

I1l. ALGORITHMS

Our study of addressallocationalgorithmsfor the malloc
problemis basedon a theoreticalfoundationdescribedin a
companionpaper[12]. In this paperwe shov how the mal-
loc problemis closelyrelatedto the problemof subcubeallo-
cationin hypercubearchitecturesnd classifyallocationalgo-
rithmsinto threetypesbasedon how they recognizeblocksof
addresses:

« Prefix-BasedAddressblocksarerepresentethy an expres-
sionwherethedon’t care bits arein therightmostpositions.

« Contiguous: Addressblocks are representedby an expres-
sionwherethedon't care bits arecontiguouswith wraparound
allowed.

« Non-Contiguous:Addressblocksarerepresentethy an ex-
pressiorwherethedon’t care bits arein arbitrarypositions.

For example,given a block of 2* addressesllocatedfrom
a spaceof 28 addresses)010XXXX denotesa prefix-based
addressexpression, 01XXXX10 and XX0100XX represent
contiguousallocations, and 0X0XX1X0 representsa non-
contiguousallocation. Note thateachclassis containedn the
next, with non-contiguouseingthe mostgeneraklass.

A. Non-Contiguous Allocation

In this paper we focus on the performanceof non-
contiguousalgorithmsto determinewvhethertheirability to rec-
ognize more possibleblocks translatesnto increasedoerfor
mance.Whena domainneedsadditionaladdressesnalloca-
tion mechanisnhastwo basicchoices.First, it canexpandthe
domains currentblock of addresseby doubling it. In effect,
this meanschangingone of the block’s instantiatedbits to a
don't care bit. If doublingis not possible(becausesomeother
domainholdsa conflicting block), thenthe allocationmecha-
nismcanallocateanew block. If thereis alimit onthenumber
of blocksadomaincanhold, thenthis mayinvolve migrating a
currentblock to alargerblock thatcansatisfycurrentdemand.

Intuitively, non-contiguousilgorithmsshouldhave a perfor
manceadwantageover prefix-basedschemeswith regardsto
both doublingandmigration. For doubling,a non-contiguous
algorithmcanchooseany of theinstantiatecitsin adomains
currentblock and corvertit to a don’t care bit aslong asthe
spacsds available.A prefix-basedalgorithm,ontheotherhand,
canonly corvert the right-mostinstantiatedbit sinceit must
alwaysusea prefix expressiorfor the domains block. For mi-
gration,a non-contiguouslgorithmcanrecognizeall possible
freeblocks,whereas prefix schemecanonly seethoseblocks
that can be representedby the prefix notation. As shawn in
[12], non-contiguousalgorithmscanpotentiallyrecognize(})
moreblocksof sizek for ann-bit addresspace.Thusa non-
contiguousalgorithmshouldhave aneasiettime finding a free
block for migration.

B. General Allocation Algorithm

To studyaddressllocationperformancewe have developed
ageneraklgorithmthatusesafreelist to keeptrack of unallo-
catedblocksof addressesThis generahlgorithmhandleghree
basiccases:



« Allocation: Allocationis usedwhenadomainis requesting
an additionalblock or is migratingto a new block. In both
casesthe domainrequestsa block of size k, andthe free list
is searchedor alarge enoughfree block accordingto a given
fit type. With worst-fit, the largestfree block is selectecanda
sub-blockof size k is allocatedfrom this block. For best-fit,
thesmallestfree block thatis atleastsizek is chosen First-fit
chooseshefirst freeblock thatis atleastsizek.

o Doubling: Doublingis usedwhenadomainhasusedall of
the addresse its currentblocksandneedsmore. The algo-
rithm will try to doubleby looking for a buddy of the current
blockin the freelist. A buddyis a block with the samedon’t
care bits and only one differentinstantiatedbit. For prefix-
basedschemestherecanonly be one buddy for a block, but
for non-contiguouschemeshereareasmary buddiesasthere
areinstantiatedits.

+ Release: Releaseoccurswhena domainwantsto return
someaddresse®r when it migratesto a new block. When
a block is releasedthe allocationalgorithmwill look for its
buddyin thefreelist and,if it is found, combinethem. Note
thatfor non-contiguousllocations,a block canhave asmary
buddiesasinstantiatedits. Onceablock is combinedwith its
buddy; this newer block may in turn have a buddy in the free
list. Thiscombinationprocedures thusrepeatedintil nomore
freebuddiesarefound.

For ary prefix-basedchemethis methodfor combiningblocks
is optimalsincethereis only onepossiblebuddyfor ary block.
For non-contiguouschemeshowever, our algorithmmay pro-
ducea sub-optimalfree list. For our generalalgorithm, if m
is the numberof free blocksin the list andn is the number
of bits in the addressspace then the algorithm completesin
O(mn) time for eachpossiblebuddy. Thuswith prefix-based
allocations the algorithmis O(mn) while for non-contiguous
allocationghealgorithmis O(mn?).

C. The MaxQ Algorithm

We have developeda non-contiguousaddressallocational-
gorithm called MaxQ. This algorithm extendsour generalal-
gorithm in two ways in order to make non-contiguousad-
dressallocationmoreefficient. First, MaxQ keepstrack of the
largestfree block, even when non-contiguousaddressebave
beenallocated. It doesthis by usingthe consensus operation
from logic design[15] to consolidateblocks and maintaina
polynomial-sizéreelist. SecondMaxQis ableto find buddies
for doublingthat crossmultiple blocksin the free list. More
detailson the MaxQ algorithm can be found in a companion

paper12].

IV. MODELING ADDRESS ALLOCATION

We have developeda simplified model of the generalmal-
loc problemthatenablesisto isolateaddressllocationperfor
mancefrom the otheraspectof MASC. We have alsodevel-
opeda modelfor loadthat stresseshe allocationalgorithmby
shifting demandamongchild domainsovertime.

A. Allocation Model

Our addressllocationmodelis basedon the essentiaparts
of the MASC architecture.A givendomainmay hold up to p
blocksof addressesWhenthe domainneedsmoreaddresses,
it maydoubleary of its blocksaslong asthe utilization of the
blocksis atleastt, wheret is thetargetoccupany. If thetarget
occupanyg cannotbe met, or if noneof the currentblockscan
be doubled,thenthe domainmay adda new block. Oncethe
domainreache blocksandit cannotdouble,thenit triesto
migrateone of its blocksto a newv spacewheredoublingcan
occut

In orderto isolatethe performanceof the allocationmech-
anisms,we do not model MASC'’s claim-collide mechanism
nor addresdifetimes. Instead,we usea simple request-reply
mechanismyherea child domainrequestaddressem blocks
of size k from its parentdomain. The parentdomainrunsa
centralizedaddresallocationmechanismtaking into account
holdingsfor all its currentchildren. Thusall doublingandmi-
grationis performedby the parentdomain.In addition,migra-
tion occurs‘instantaneously”whenmigrationoccursthechild
domainimmediatelyreleasests currentblock andacceptghe
new oneit hasbeenassigned.

Our initial setof experimentsuse a single-lesel hierarchy
with one parentdomainand a setof children. We setk, the
block size,to 256. In addition,we usep = 2 andt = 75%, as
specifiedin the originalwork on MASC [1]. We arecurrently
experimentingwith multiple levels of hierarchyand different
valuesfor p andt.

B. Load Model

Modelingloadfor anaddressllocationalgorithmis difficult
sincewe cannotpredictthe demandor multicastshouldit be
deployed on awide scale. However, we canmalke two simple
obsenations.First, it is unlikely thatdomainswill have afixed
demandovertime, or elsestaticallocationof addressesould
be acceptable Secondit is unreasonabléo have demandfor
multicastthatis larger thanthe total numberof available ad-
dresses.Sucha situationwould make the ASM architecture
untenablesincelargenumberof peoplewould beturnedaway.

Basedon this reasoningwe have designeda modelwhere
demandfor addresseshifts betweenchild domains. This dif-
fersfrom the modelusedby Radoslaov et al., whereeachof
the child domainshasa homogeneouslemandand only the
overallloadfluctuatessignificantly For ourmodel,thedemand
for eachchild domainis given as a function that varies be-
tweena minimumandmaximumvalueusinga staircasdunc-
tion. Specifically the demandstartsat the minimumvalue,as-
cendgo themaximumvalueusinga staircasdunction,staysat
the maximumvaluefor sometime, thendescend$ackto the
minimum value and staystherefor sometime. This function
repeatperiodicallyfor thelengthof the simulation. To model
shifting demandetweerdomainswe shift eachdomainsload
functionin time by a constanwalue.

In our experimentsdomainsusea minimum of 0 blocks,a
maximumof 256 blocks,andrequest256 addresseat a time
(thisis thesizeof ablock andthe stepof thestaircaséunction).



V. EXPERIMENTS

Our primary measuraf the effectivenesof anaddressllo-
cationalgorithmis the outcomeof a requesfor additionalad-
dresseskor agivenrequesttherearefour possibleoutcomes:
1. Therequesis filled by a new block or oneof the domains
currentblocks. The latter happenavhenoneof the blockshas
unusedaddresseskor example,a domainwith 512 addresses
thatasksfor 256 morewill doubleits block to hold 1024 ad-
dressesinitially this domainwill only use768 addresseand
hasroomfor anadditional256to satisfythe next request.

2. Therequestsfilled by doublingoneof thedomainscurrent
blocks. This happensvhenall of the addresse the current
blocksareusedanda buddyof oneof the blocksis free.

3. Therequestsfilled by migratingthedomainto anew block.
This happensvhendoublingcannotoccur, eitherif no buddies
arefree or doublingwould reduceutilization belov the target
occupang. If alarge enoughfree block canbe found, the do-
mainwill migrateto it.

4. Therequesffails. This occursif noneof the above actions
canbetaken.

In somecaseswe wantto examineonly thoserequestghat
mustbe satisfiedeitherby doublingor migration. We call these
growth requests sincethey cannotbefilled by a domains cur-
rentblocksandhenceits holdingsneedto grow. For a growth
requestdoublingis preferredto migration becausemigration
causegouting table entriesto change;frequentrouting table
changemay leadto instability for the multicastrouting proto-
col.

Our experimentsevaluateall threeclassesf algorithms—
prefix, contiguous,and non-contiguous- but we report here
only on prefix and non-contiguous. Generally the samere-
sultsapplyto contiguousalgorithmsasfor non-contiguousl-
gorithms,thoughperformancen somecasess alittle better

Our primary setof experimentausesa singleparentwith 25
child domainssinceit is atthis pointthatsomerequeststartto
fail for eventhe bestalgorithms.With 25 children,the loadis
78%, meaningthe sumof all requestdor all children(whether
grantedor not) accountfor 78% of all availableaddressesWe
have alsorun experimentsat a numberof differentloadsby
varying the numberof child domains. A subsequensection
shavs how addressallocation algorithmsreactto increasing
loadanddiscussesitilization.

A. Allocation Outcome for 25 Children

Surprisingly our initial resultsindicate that prefix-based
allocation outperformsthe MaxQ non-contiguousalgorithm.
Figure2 shavstheoutcomeovertime for worst-fit prefix-based
allocation,andFigure3 shavstheoutcomefor worst-fitMaxQ.
Underthisload,about10%of thegrowth requestgail, closeto
35%arefilled by doubling,andabout55% by migrating. With
this sameoad,worst-fit MaxQ hasafailurerateof about55%,
with doublingat 15% andmigrationat 25%.

Our experimentsalsoindicatethatthefit typefor agivenal-
gorithmaffectshow requestarefilled. Usingbest-fitfor prefix
allocation,the failure rate reducesto about5%, but doubling
is lessthan25% andmigrationis above 70%. Thus,compared
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Fig. 2. Worst-FitPrefix Allocation: Outcomeof Grownth Requests
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to worst-fit, best-fitis ableto satisfy slightly more growth re-
guestsattheexpensef muchmorefrequentmigration. First-fit
performsaboutthe sameasbest-fit.

The algorithmsusingworst-fit arelik ewise sensitve to how
thelargestblockis chosenWhenworst-fitfindsseverallargest
blocks of the samesize, it mustdecidewhich block to select
for a given allocationrequest. For the worst-fit prefix results
shavn above, we usethefirst block givenby numericalorder
ing. Whenwe insteadchoosethe largestblock randomly as
suggestedy MASC, thefailureraterisesto almost25%. Per
formances evenworsefor selectiorusingreverse-birdering.
Tablel showvsthecompleteresultsfor eachof theseorderings.

To understandhe significanceof thesefindingswith respect
to overallperformancewe examinetheoutcomeof all requests
insteadof just the growth requests.Tablell summarizeshese
results. For both prefix and MaxQ allocation, mostrequests
arefilled “internally”, thatis by unusedaddressewithin a do-
main’s currentblock. This is becaus@nesuccessfutloubling
will resultin severallaterrequestdeingfilled internally. While
in both caseggrowth requestsaccountfor only a small num-
berof all requeststhey do have a significantimpacton perfor
mance.Prefixfails only about1% of thetime while for MaxQ

Worst-Fit || Failure| Doubling| Migration
Ordering H Rate Rate Rate
Numerical || 10% 35% 55%
Reverse-Bit|| 25% 25% 50%
Random 25% 30% 45%

Tablel. Worst-FitOrderingfor Prefix: Outcomeof Growth Requests



Failure| Internal| Doubling| Migration
Algorithm Rate | Rate Rate Rate
Prefix: Best-Fit 1% 93% 1% 5%
Prefix: First-Fit 1% 93% 1% 5%
Prefix: Worst-Fit,Numerical 1% 92% 4% 3%
Prefix: Worst-Fit,Reverse-Bit|| 3% 90% 4% 3%
Prefix: Worst-Fit,Random 3% 90% 4% 3%
MaxQ: Best-Fit 6% 87% 5% 2%
MaxQ: First-Fit 6% 87% 5% 2%
MaxQ: Worst-Fit,Numerical || 10% | 83% 4% 3%
MaxQ: Worst-Fit,Random 10% | 83% 4% 3%

Tablell. Allocation Algorithms: Outcomeof All Requests

failure over all requestss closeto 10%. Notethatwe omit the
casesvhereadomainobtainsanew blockbecaus¢hishappens
rarely.

Overall,theseresultsindicatethatprefix allocationperforms
betterthan non-contiguousallocation, that fit-type influences
how grownth requestarefilled, andthatthedifferencedetween
worst-fitorderingsarerelatively minor.

B. Load and Utilization

Our resultsindicate that addressallocation algorithmsare
verysensitveto load. We measurdoadasthepercentagef the
total addresspacehatis requestedby child domains,andwe
increasdoad by addingadditionalchildren. With 20 children
theloadis 60%,with 25 childrentheloadis 78%,andwith 30
childrentheloadis 95%.

Figure4 illustratesthatthefailure rateincreasesharplyfor
Prefix Worst-Fit oncethe load goesabore 80%. The failure
ratefor MaxQ increase®arlierthanthis, likely closerto 70%
if we extrapolatea similar curve. Eachpoint onthis graphrep-
resentghe averagefailure rate after the systemhasstabilized
(theperiod10,000to 20,0000n previousgraphs).

This resultindicatesthat for MASC we canexpectat most
80% of the addresseto be allocatedat eachlevel of the hier-
archy At this load, the child domainsaveragebetweern90 to
959% utilization, meaningthey useover 90% of the addresses
they requestThesenumberdndicatethatwith a28-bitaddress
space(allowing somebits to be usedfor SSM or otherarchi-
tecturespnda 3-level hierarchywe canexpectto allocateclose
to 40% of the addressesupportingover 100 million sessions.
Thisis significantlybetterthanthe O(sgrt(n)) allocationlimit
of thesessiordirectorytool. Thislimit wasderivedby Handley
in 1997andwasthe primarymotivationfor developingMASC.
Our numbersarecomparablédo thoseobtainedby Radoslaov
etal. [11], indicatingour simplified modelcaptureghe essen-
tial aspect®f the MASC architecture.

VI. FUTURE WORK

Ourinitial resultsfrom this studyof the malloc problemin-
dicatethatnon-contiguousllocationdoesnot performaswell
asprefix-basedillocation.Non-contiguouschemeshouldbe
ableto recognizemore free blocksandthusallow for greater
utilization of the addresspace . Our intuition is thateachtime
a non-contiguouschemeallocatesan addressn one dimen-
sionit fragmentghespacean multiple overlappingdimensions.
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Fig. 4. FailureversusLoadfor PrefixandMaxQ

Studyingmulti-dimensionproblemsis difficult; we arefocus-
ing on large-scalevisualrepresentationsf the addresspace.

We arealsoin the procesf exploring othervariablesn our
generalmodelof the malloc problem. Theseinclude varying
thetargetoccupang, varyingthe numberof prefixesa domain
canhold at onetime, and using differenttypesof migration.
Finally, we areexploring additionalload functionsbeyond our
staircasdunction.
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