
Practice Final
Math 362 Name:
2/25/10

Read all of the following information before starting the exam:

• READ EACH OF THE PROBLEMS OF THE EXAM CAREFULLY!

• Show all work, clearly and in order, if you want to get full credit. I reserve the right to
take off points if I cannot see how you arrived at your answer (even if your final answer is
correct).

• A single 8 1/2 × 11 sheet of notes (double sided) is allowed. Calculators are permitted.

• Copies of normal, t-distribution and χ2 tables are at the back

• Circle or otherwise indicate your final answers.

• Please keep your written answers clear, concise and to the point.

• This test has . problems and is worth 100 points. It is your responsibility to make sure
that you have all of the pages!

• Turn off cellphones, etc.

• READ EACH OF THE PROBLEMS OF THE EXAM CAREFULLY!

• Good luck!
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1. (25 points) Suppose X1, X2, . . . , Xn is a sample from a Expo(1/θ) distribution, and let
Y1, . . . , Yn denote the order statistics of the sample. a. (10 pts) Find the constant c so
that cY1 is an unbiased estimator of θ.

b. (10 pts) Using the knowledge that Z =
∑
Xi is an sufficient statistic for θ, find an

MVUE for θ. Explain why you know that you estimator is an MVUE. (You need not use Part
(a)).

c. (5 pts) Compute the variance of the estimators you found in (a) and (b).



2. (25 points) a. (15 pts) Suppose X1, . . . , Xn are N(µ, σ) where both µ and σ are
unknown. Supposing X̄ = 1, S2 = 2.5 and n = 100, construct an exact 95% confidence interval
for σ2.

b. (10 pts) Suppose X1, . . . , Xn are a sample from an unknown distribution. If X̄ = 1,
S2 = 2.5 and n = 100, construct an approximate 95% confidence interval for σ2 = Var(Xi).



3. (15 points) A Weibell distribution is a distribution with f(x) = 1
θ3

3x2e−x
3/θ3 for 0 < x < θ.

Suppose we know how to generate uniform (0, 1) random variables U , explain how to generate
a random variable with the Weibell distribution using U .



4. (30 points) Let X1, . . . , Xn have the Poisson(θ) distribution. a. (20 pts) Show X̄
is an efficient estimator of θ. (You may use the fact that Var(X̄) = θ/n, and need not compute
it.)

b. (10 pts) Show that X̄ is a complete and sufficient statistic for θ.



5. (25 points) Let X1, . . . , Xn be a random sample from a Γ(α, beta) distribution where α is
known and β is not. a. (10 pts) Determine the likelihood ratio test for H0 : β = β0,
against H1 : β 6= β0. In particular, suppose Z = −2 log Λ. For what values of Z should we reject
H1 and accept H0 if we want a test with approximate size .99.

b. (10 pts) Find a uniformly most powerful test for H0 : β = β0 versus H1 : β > β0.

c. (5 pts) Is there a uniformly most powerful test of H0 : β = β0 versus H1 : β 6= β0?
Why or why not?



6. (25 points) Suppose X1, . . . , Xn are a sample from the following distributions. Find an mle
θ̂ of θ. a. (10 pts) f(x; θ) = (1/θ)e−x/θ, 0 < x <∞, and 0 < θ <∞, zero elsewhere.

b. (15 pts) f(x; θ) = 1√
2πθ

e−
1
2θ
x2 , for −∞ < x <∞ and where 1 ≤ θ ≤ 2.



7. (25 points) Let X1, . . . , Xn denote a random sample from a distribution of pdf θe−θx, for
0 < x < ∞ and zero elsewhere, and θ < 0.

∑
xi is a sufficient statistic (and complete) for θ.

Show (n− 1)/Y is the MVUE of θ.
Hint: What is the distribution of

∑
Xi.



8. (25 points) The Pareto distribution has CDF

F (x; θ1, θ2) =

{
1− (θ1/x)θ2 x ≥ θ1

0 else.

Find the mles of θ1 and θ2.
Note: I gave you the CDF!
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