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Abstract. The study of positive solutions of the heat equation %u = Awu, on both manifolds

and graphs, gives an analytic way of extracting geometric information about the object. In the
manifold case, one of the most effective ways of studying how solutions to the heat equation evolve is
to derive a local ‘gradient estimate’ of heat change, using curvature lower bounds. Recently, notions
of curvature for graphs have been developed which enable proving similar estimates for graphs. In
this article, we derive a gradient estimate for positive heat solutions that considers only how heat
varies in space and the time derivative. This result, due in the manifold case to Hamilton, applies to
both finite graphs and infinite graphs of bounded degree. As a corollary, a heat comparison theorem
is also developed. This in turn yields results about the mixing of the continuous time random walk
on graphs.

Key words. heat equation, gradient estimate, curvature, curvature dimension inequality, con-
tinuous time random walk

AMS subject classifications. 05C81, 53C21, 35K05

The study of positive solutions to the heat equation, %u = Au, is of funda-

mental importance in Riemannian geometry and geometric analysis. This is, in large
part, because the evolution of solutions on manifolds is closely related to the under-
lying geometric properties of the manifolds. Indeed, as shown (independently) by
Grigor’yan [8] and Saloff-Coste [17], Gaussian decay of the heat kernel is equivalent
to satisfying a Poincaré inequality (an eigenvalue inequality) and volume doubling (a
statement about the growth of balls), and in turn is also equivalent to solutions sat-
isfying a strong Harnack inequality, allowing comparison of ‘heat’ at different points
at different times.

In a graph setting, studying solutions to the heat equation makes sense for a
broad class of Laplace operators A. For the purposes of this discussion, consider
A = D' A — I which is an unsymmetrized version of the normalized Laplacian pop-
ularized by Chung (see [3].) Here, solutions of the heat equation have a particularly
nice probabilistic interpretation: they reflect the evolution of the so-called continu-
ous time random walk where a random walker stays on a vertex for an exponentially
distributed amount of time. In the graph setting, equivalence of the three properties
(Gaussian decay of the heat kernel, Poincaré plus volume doubling, and strong Har-
nack inequality) is also known, due to work of Delmotte in [7]. These reflect the fact
that the evolution of the continuous time random walk is closely related to geometric
properties of the graph (eg. volume doubling, diameter bounds, etc.) Studying this
evolution gives an analytic way of understanding geometric properties of a graph.

One question remains: how to show that a graph satisfies one, and hence all, of
these three equivalent conditions in an ‘easy’ fashion. In the Riemannian setting, a
curvature lower bound provides an easy way to do exactly that through the Li-Yau
inequality, derived in [12]. This inequality bounds the local change of heat in space
and time. Curvature lower bounds (with an appropriate notion of curvature) are an
appealing way to establish properties of graphs as curvature is a ‘local’ property and
many of the implications of a curvature bound are ‘global.” Thus, using ‘curvature’ to
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understand properties of a graph involves understanding global geometric properties
of large graphs by understanding the ‘local behavior’ — ie. it studies how one can
understand global properties of a graph by looking only at behavior of vertices and
neighbors to some (bounded) distance. Curvature also often give a uniform way of
establishing results on both finite and infinite graphs.

In the graph setting, only recently have curvature notions been introduced which
are strong enough to show that a graph satisfies these equivalent properties. In [2],
Bauer, Lin, Lippner, Mangoubi, Yau and the author a version of the Li-Yau inequality
for graphs as proved. While it not quite strong enough to ‘complete the cycle’ and
prove that non-negative curvature implies the three equivalent conditions, was able
to establish that non-negatively curved graphs had polynomial volume growth among
other properties. Later work of the author, Lin, Liu and Yau [10] used a slight variant
of the curvature condition of [2] and some different arguments to establish not only
the three equivalent conditions, but also to establish from non-negative or positive
curvature a number of geometric properties of graphs, such as diameter and volume
bounds.

In this note, we further our study of the heat equation. The Li-Yau inequality
of [12] (in its simplest form, for compact n-dimensional manifolds which are non-
negatively curved) states that a positive solution to the heat equation satisfies
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This inequality relates how the solution changes in space (|Vu|) and also in time
(u¢) in a way that decays as time increases. To derive a Harnack inequality, which
compares the heat of two points at two different times, one takes a path in spacetime
between the two points and carefully integrates the inequality to see how the heat can
change.

One interesting aspect to this is that (1) requires the —“* term to make sense: the
quantity Wug‘z is not able to be bounded by an absolute constant. The net effect of this
is that the Li-Yau inequality cannot be integrated to compare the heat of two points
at the same time. Nonetheless, Hamilton [9] showed that the heat ‘almost’ behaves
well in time, proving that the if u is a solution to the heat equation, normalized so
that ||u||s = 1, for a compact n-dimensional non-negatively curved manifold, then
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Note that the normalization ||u||x = 1 appearing is in a sense required as the in-
equality is not invariant to normalization (unlike the original Li-Yau inequality and
the Li-Yau inequality for graphs proved in [2].)

Our main purpose of this note is to derive a version of Hamilton’s Li-Yau inequal-
ity, (2), for graphs. Like Hamilton’s version, our inequality is dimension independent:
this is particularly interesting as this allows us to apply our work to certain directed
graphs, which are in a sense ‘infinite dimensional’ flat graphs. We go somewhat be-
yond the work of Hamilton by providing a version of our inequality which applies to
infinite graphs as well — the original work of Hamilton only considers the compact
manifold case which translates to finite graphs.

In the next section we give some preliminary notation and information on the cur-
vature notions used. In Section 3 we prove our main results. Finally, we prove a heat
comparison theorem, in the vein of a Harnack inequality, and give some applications
and discussion in Section 4.
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1. Background and Notation. Let G = (V, E) be a locally finite graph with
maximum degree D, infinite or finite. Our graph theory notation is quite standard
throughout: we use x ~ y to denote that vertex x is a neighbor of y, d(z,y) to denote
the distance between 2 and y in the standard graph metric, and diam(G) to denote
the diameter of G (for finite graphs).

We assume edges are weighted with weights w;, > 0, and make the further
assumption that

Wynin = Inf wg, > 0.
mwn xyeE Yy

We don’t assume a priori that the edge weights are symmetric. As a convention, we
assign the edge weight wy, to the edge from z to y. Most (but not all) of the graphs
known to be ‘flat’ with respect to the curvature conditions below are undirected,
however there do exist some weighted ‘flat’ graphs and our methods do apply to
them.

Let p1: V — R* be a positive measure on the vertices with inf ey p(z) = pmin >
0. The p-Laplace operator on the graph is the following operator: If f: V — R is a

1

(Af)(z) = @

> ey (F(y) - ().

y~zx

While ¢ may be chosen to be an arbitrary measure, the most classical choices of p
are ;4 = 1 (which leads to the combinatorial Laplace operator) and p(z) = deg(z) =
> yroz Way which leads to the normalized Laplace operator. While our methods apply
to arbitrary Laplace operators, the reader is quite welcome to think of the results in
terms of these classical cases. In the case of finite graphs, these almost agree with
the classical combinatorial Laplacian matrix D — A and the normalized Laplacian
I—D~'2AD~1/2, The sign convention is changed to agree with the Laplace-Beltrami
operator on manifolds (the operator is non-positive semidefinite as opposed to the ma-
trices which are positive semidefinite) and the normalized Laplacian I —D1/2AD—1/2
of Chung is a symmetrized version of this operator. -

In general, our results are agnostic to the measure p, and we use the notation >
to denote the types of averaged sum appearing in (1). That is, for real numbers a,

we let
— 1
w(x
Y~z Y~z
As a convenience we record here some assumptions and notational convetions, we
use regarding the measures involved.

ASSUMPTIONS: Our measures ji: V — RT and edge weights w,, satisfy

3 min — inf Ty > 0’
) Vmin = g e
(4) pumin = 1nf p(z) >0,
deg(z) 1

5 Dax = sup =sup —— Wy < 00,
®) Py P ) 2
(6) Hmax = Sup ,U'(I) < 0.

zeV

As an immediate consequence of our assumptions, we record
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LEMMA 1. {as}ev(a) are a positive numbers,

E ay < Dipax - r;la;{ Qy.

y~zx

1.1. Curvature Notions on Graphs. There have been, over the past few
years, a large number of curvature notions developed for graphs. These all have the
feature that the ‘curvature’ at a vertex (or, in some cases across an edge), depend
on the structure on the graph in a bounded iterated neighborhood of the vertex. Of
these two have perhaps attracted the most attention recently. The first of those is
based on the notion of transportation distance (see eg. papers of Lott-Villani [15],
Ollivier [16], and Lin, Lu and Yau [13]), where curvature is measured by how well
random walks at different points can be coupled. The other takes a more analytic
tilt, and is based on the idea of a curvature dimension inequality.

The idea of curvature dimension inequalities, is to define the notion of curva-
ture lower bounds where the may not other be defined, by via the Bochner formula
The Bochner formula states that in an n-dimensional manifold M with curvature
> —K(n — 1) that for all smooth functions u, the inequality

(7) %A\Vu\Q > (Vu, VAU) + %(AU)Q — K|Vul?

holds at every point on M.

Remark: For the reader in graph theory, functional inequalities like (7) are perhaps
unfamiliar. Throughout the paper, when we assert a pointwise inequality of functions,
we omit the arguments unless it makes our inequality clearer. Also note that if u is a
function, so are Au and |Vu|? as are all the terms appearing in (7).

Bakry and Emery observed (see [1]) that on spaces where a Laplace operator A
was defined one could define a gradient operator I', formally setting

(V1.96) = T(f.9) = 5 (A(fg) ~ FAg — gAf).

For graphs, at a vertex x and for two functions f,g : V — R, the function T'(f,g) :
V' — R simplifies to

T(f,9)(x) = > (fy) — f()(g(y) — 9(x)).

y~z

As a convenience, we let I'(f) := ['(f, f) which serves as a replacement for |V f|? in

the graph setting. (Note I'(f)(z) = >, . (f(y) — f(x))?, and in particular T'(f) > 0.)

Bakry and Emery further noted that whena diffusive semigroup satisfies an ana-
logue of Bochner formula (7) many properties implied by a curvature lower bound
can be recovered. To this end, they introduced the iterated gradient form I's which
is defined by

La(f.9) 1= 5(AT(f,9) = T(f, Ag) = T(Af,9)).

Then, a space with some Laplace operator A (eg. a graph, manifold, or diffusive
semigroup) is said to satisfy the curvature dimension inequality CD(n,—K) if at
every point and for every (smooth in the continuous case) function f,

D)) > (A ~ K -T(7)(a)
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The intuition is that a graph satisfying C D(n, — K) should behave like a n-dimensional
manifold with a curvature lower bound of —K. While it is indeed true that some an-
alytic consequences of non-negative curvature (for instance) can be established for
graphs satisfying CD(n,0) (see eg. [4, 11, 14]), the standard curvature dimension
inequality on graphs has some limitations. Many applications of the Bochner formula
require the Laplace operator to satisfy a chain rule. This holds in the diffusive semi-
group setting considered by Bakry and Emery in [1], but fails in general for graphs.
To overcome this difficulty, in [2] two alternate versions were introduced, the so called
exponential curvature dimension inequalities, which in a sense bake in the chain rule.

DEFINITION 2. A graph is said to satisfy the exponential curvature dimen-
sion inequality CDE(n,—K) if at every vertez x and at for every function f:V —
R=0 so that (Af)(x) <0

fa(r) = jar(n -1 (1520 >

1
57 ) = (A7 - KT(f)

DEFINITION 3. A graph is said to satisfy the exponential curvature dimen-
sion inequality CDE'(n, —K) if at every vertex x and at for every function f : V —

>0
2
() = a0 - T (1,552 ) = 2P (Qos 12 - K1),

Remark: Observe that if G satsifies CDE(n, —K) or CDE’(n, —K) then it satisfies
CDE(n/,—K') for any n’ > n and —K’ < —K. Hence these inequalities weaken as
the dimension increases or the curvature lower bound decreases. Our results actually
apply to graphs satisfying C DE(co, —K) for some K > 0; that is we will discard the
(Af)? term appearing above.

These two inequalities are closely related, and indeed it is easy to see by Jensen’s
inequality that if a graph satisfies CDE’(n, —K) it also satisfies CDFE(n, K). Every
graph satisfies CDE(2, —dax ) but a number of graphs are known to be non-negatively
curved with respect to these curvature notions. For instance, it is known that d-regular
Ricci-flat graphs, in the sense of Chung and Yau (see [5, 6]) satisfy CDE’(3d,0) and
CDE(d,0) by work of [2]. blt is also known that certain directed Ricci-flat graphs
(called in [2] Ricci-flat graphs with weakly consistent weights), where edges in different
‘directions’ are weighted differently also satisfy C' DE’(o00, 0) though they do not satisfy
CDE'(n,0) (nor CDE(n,0)) for any finite n. Quite interestingly, our results apply
to these as well.

Both the CDE and CDE' inequality are also closely related to the classical CD
inequality. Indeed, for diffusive semigroups (essentially, when the Laplace operator
satisfies the chain rule) CDE'(n,—K) and CD(n,—K) are equivalent. On graphs,
they are not equivalent. Z9, for instance, satisfies C'D(2d,0), but does not satisfy
CDE'(2d,0) and only satisfies the weaker inequality CDE’(4.53d,0).

While BHMMLY use the CDE inequality in their work on the Li-Yau inequality,
the CDE’(n,0) has proven quite useful for a number of arguments. Indeed, in the
work of Lin, Liu, Yau and the author establishing the strong Harnack inequality for
non-negatively curved graphs CDE’(n,0) is used as it allows more ‘global’” arguments
to be used. This is due to the fact that the CDE inequality only gives an inequality
at a point when Af < 0, while the C DE’ inequality asserts a non-trivial lower bound
on Ty at every point. In this work, we will use the CDE inequality as this yields
slightly stronger results.
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1.2. The Heat Equation on Graphs. In this paper we study positive solutions
to the heat equation; that is u : V x [0,00) — R satisfying

gu = Au
for t > 0. As is well known, these solutions are determined by the initial values
ug : V. — R. For any such uy, it is easy to see that u = e*® v is a solution to the heat
equation.

These solutions are closely related to a type of random walk on graphs, the so-
called continuous time random walk. In a continuous time random walk, a simple
random walk is performed where the amount of time the walker spends before taking
a random step is exponentially distributed, instead of the walker spending one time
step before taking a step. Indeed, if A is defined with p(v) = deg(v) = >, Wou —
that is when we consider the normalized Laplace operator — the distribution, ¢, of a
continuous time random walk at time ¢ starting at initial distribution ¢q
)T TetA.

()" = (o)

For a regular graph, the normalized Laplace operator is symmetric, and so the ¢, is a
solution to the heat equation. For irregular graphs, one has to translate between the
two but this is possible. For a finite graph and positive u, e u tends to the constant
function as t — oo while u”e!® tends towards a vector proportional to the degrees
(that is to the stationary distribution of the random walk).

2. Main Results. In this section we record and prove our main results, which
are graph theoretical versions of a gradient estimate for solutions to the heat equa-
tion that is originally due to Hamilton. Unlike the original Li-Yau inequality, which
controls both a combination of the gradient and time derivative of positive solutions
to the heat equation, the Hamilton gradient estimate is concerned solely with the
gradient — how a solution varies in time.

For convenience, we define the operator L,

0
L=A-—].
(2-3)
As we will use the maximum principle repeatedly, we make a brief observation. Sup-
pose f:V x [0,00) — R is maximized on V x (0,7T) at («*,¢*). Then Af(a*,t*) <0
and % (z*,t*) > 0, so that L(f) < 0. Also, we will frequently use that if f,g :
V x[0,00) = R

0
Lf-9)=A9) =5, f9=A) g+ [ Ag) +20(f,9) = fe-9—F g
=L(f)-g+f L(g)+2T(f,9)
As an initial step, we make the record the following computation (which partially
motivated the definition of the definition of I's in [2].)

LEMMA 4. If u is a positive solution to the heat equation %u = Au, then
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Proof. We record that

LO0(/a) = AT () ~ DT(a)
Then at a vertex x, and time ¢
O raen - 21 -:Z;(ﬁ(y,t) Va1

_N Ut (y7 t) u(z,t)
= it - i) (5 - 2y

) (Bu)(y,t)  (Au)(z,1)
=Y Vuly,t) = Va(z,1)) <2\/ﬂ(y,t) 2Vl )

y~z

—or (Vi g e )

and combining gives us what we desire. ]

We are ready to prove our main theorem. We prove two versions of the theorem;
the first for finite graphs.

THEOREM 5. Suppose G = (V, E) is a finite graph which satisfying CDE(co, —K)

for some K > 0, and u is a positive solution to the heat equation with ||ul|eo = 1.
Then at all x € V(G) and t € (0, 00),

D (oo (1)

Remark: A word of explanation is warranted for the form of this inequality: the
2
original inequality of Hamilton bounded % < 1log(1), while we essentially bound
2
% instead. This yields a slightly weaker gradient estimate, but for reasons dis-
cussed in [2] this is really necessary for small time in graphs. That we bound the

gradient of the square root of u instead of the gradient of w is also tied to the chain
rule and the definition of the CDE inequality.

Proof of Theorem 5. As a preliminary computation, we record that at any vertex
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x, and any time ¢

= L(Vu)(2,t) + L(ulog(u))(z,t)
= —T(Vu)(z,t) + L(u)log(u)(z,t) + ul(log u)(z,t) + 2T (log(u))(z, t)
= T u)(z,t)+u (A logu — Auu> (x,t) + 2T (u, log u)(z, t)

—_—

= —T(Vu)(w,t) = (Au)(@,t) +ulz,t) - Y (log(uly, 1)) — log(u(z,1)))

+/i(u(y, t) —u(z,t)) (log(u(y,t)) — log(u(z,t)))
— IO - (Bu)(et)+ Yulo)los (427)
) =3 |5V D = VAl 1)+ (uto ) =ty 1) =ty 010w (5 )|
> 0.

Here, in the last inequality, we use the fact that for a, s > 0 (as we consider a positive
solution to the heat equation), the function

1
flo) = —5(Vs = Va)? + (s — a) — alog(s/a)
is minimized when s = a, at which point f(s) = 0. Indeed, a simple calculation shows
that
o Ws—=va) o a _ (Vs—Va)(Vs+2Va)
fi(s) = +1 = .
2./s s 2s

This has a single critical point at s = a, which clearly is the global minimum.
As each of the summands in (8) is non-negative so is the averaged sum. In fact,
the inequality above is strict unless u is constant on x and all of its neighbors.

Let
t
H= T2k -T'(vu) —ulog(1/u)
t
= 5ok -T'(Vu) + ulog(u).

We wish to show that H(x,t) < 0 for all (z,t) € V(G) x (0,T]. Let (z*,t*) be
a vertex where H is maximized on V(G) x (0,7T], if such a point exists. We may
assume that u(x*,t*) is not locally constant in the neighborhood of x*, as otherwise
H(z*,t*) <0 and we will be done. At the maximum point, we compute

0> L(H)
1 2t

T+ 2Kt)2r(\/ﬂ) 1okt

1 2K
=7 ((1 oKD 1+ 2Kt> I'(v/a) + L(ulog u)
> —T(Vu) + L(ulogu)

> 0.

Do (v/u) + L(ulogu)
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Here, the second inequality follows from CDE(co, —K). The third inequality follows
from the fact that
1 2tK 1+ (14 2Kt)2tK

(O 12K0? T 142Kt (142K0°  ©

The strict inequality in the last step follows from the fact that w is not locally
constant in the neighborhood of (z*,t*) and CDE(co, —K) implies that Ty (y/u) >
—KT'(y/u). This contradiction implies that there is no maximum. On the other hand,
for every vertex z

lim H(z,t) <0.
t—0+
These combine to imply that H(z,t) < 0 everywhere.
This completes the proof. Indeed, in this case, at any point (z,t)

t
e -T'(Vu) —ulog(1/u) <0,
@ < (1 +2K) log(1/u). 0

A similar statement holds for infinite graphs. In this case, however, we must be
more careful in applying the maximum principle which complicates the proof some-
what.

THEOREM 6. Suppose G = (V, E) is a bounded degree infinite graph satisfying
CDE(00,—K) for some K >0, and u is a positive solution to the heat equation valid
for V(G) x (0,00) with ||u||lcc =1. Then at all x € V(G) and t € (0, ),

F(*u/a) < (1 + ZK) log (i) ,

Remark: Observe that we require, in this case, u to be a positive solution on the
entire graph. It would also be desirable to have a version of Theorem 6 which is valid
for solutions which only satisfy the heat equation on a ball of radius R (as opposed to
the entire graph) as such restrictions occasionally appear in proofs. This proves to be a
somewhat more tricky business, even in the continuous version. Indeed, this necessary
seems to require error term involving R and log?(1/u) as opposed to just log(1/u),
and we are currently unable to prove such a version on graphs. This inequality on
manifolds, due to Souplet and Zhang [18], requires a number of identities involving the
chain rule beyond those which are already ‘cooked in’ to our method. In particular,
the form of our theorem and CDE inequality is designed to overcome the fact that

the identity Alogu = IV%IQ — % fails for graphs. The Souplet and Zhang result in
the continuous case relies on an identity for |V log(1 —log(u))|? which fails horribly in
the discrete case. On the other hand, we give a slightly stronger result than Souplet
and Zhang’s for solutions valid everywhere.

Proof of Theorem 6. Fix xg € V(G), and T € (0, 00) and we prove that u(zg,T')
satisfies the desired inequality. As calculated in the finite case, we record that at any
vertex z and at any time t.

L(ulogu)(z,t) > T(Vu)(z,1)
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if w is not locally constant in the neighborhood of z.
Fix a positive integer R > 2, and let

¢(y) = max {1 - d(x;’ y)VO} ;

where d(zo,y) denotes the graph distance between zy and y.

We let D
t max * t
Y (\/a)+( + Vi )(u ogu)
We claim that
T- Dmax
9 H(zo,T) < ———.
Assuming this holds for every positive R > 2, taking R — oo we have that at (zg,T)
L () + ulogu<0
T oKT u) + ulogu <0,

and rearranging yields the result. Thus it suffices to prove (9) holds for arbitrary R.
Since p(xg) = 1, it suffices to show that pH < % for all (z,t) € V x (0,T).

Since wH = 0 outside of B(zo, R) and lim; .o+ H(z,t) < 0 for every vertex
x € V(Q), if pH > % at some (x,t), then there exists some (z*, t*) maximizing pH.
Moreover, u cannot be constant in the neighborhood of z* at time t*. Note that as
[lu||loo < 1, Lemma 1 gives

DV 1) = § 3 (Valy) — V() < Dnes

Since ulogu < 0, this means that if oH (a*,¢*) > %\/%“, then p(z*) > %.

At (z*,t*), then

—_—

Y (W H(y, ") — pla™)H(z", 1)) = A(pH) (", 1)

©)H(z*,t*) + 20 (p, H)(x ", t*) + o(x*) L(H)(z*, t*)
= A(p)H (2", t") + 20 (o, H) (2", ") + (™) L(H) (2", t")

(p(y) — (™)) H(z",17)

Il
gl

Il
—~
5
<
~

|

5

8
*
~—
~—
=

&
~~
*
+
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—~

&
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e
=

&
J*

~

*
~—

y~x*

Rearranging, we obtain

e

(10) 0> p(a®) Y (H(@" 1) = H(y,t")) + p(a") L(H) (@, 17).

Yy~
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We further use that
p(a™)H («",t7) = o(y) H(y, "),
and combine it with (10) to obtain

0> so(m*)H(x*,t*)/i/ <1 - ‘P("T*)> + oL(H) (2", )

Yy~

(11) > —%H(:&t*) + L(H)(x*,t).

In the last line, we used Lemma 1 and the fact that

e @(@*)  d(wo,y) — d(xo,z*) R—d(z*,x0) 1
(W) — o)) s = = Fdgm) 2R

This, in turn, follows from the fact that if d(zg,y) = d(zo,2*) — 1 (making the above
negative)

R—d(xz*,29)  R—d(z*, x0)

R—d(y,z0) R—d(x*,z0)+1~

Now we handle the £(H) term. Continuing from (11), we have

0> %H(z*,t*) b oL(H) (2, 1)
= %H(m*, t*) +p(z*) - L (1 " ;*Kr(\/a)(x*, ) +u(z*, t*) log u(x™, t*))
+ (@)L (m\/%”u(m*,t*) logu(x*,t*)>
> _D};naXH(x*,t*) + p(z¥) [* -\/DEmaXE (ulogu(z™,t*)) — D\/m%xulog u(x*,t*)}
> TUm e 1) Dm“f‘gx*) [t T(Va) (", )]
s (Do) Do) e
>0

This contradiction implies that a maximum (z*,t*) of ¢ H with @H (z*,t*) > %\/%“
cannot occur, and completes the proof of the theorem. In this string of inequalities,

the first follows from the fact that
L(t-T(Vu)+ulogu) >0

at all points where u is locally non-constant, which is the content of the proof of
Theorem 5. The second inequality follows from our recorded inequality (8) above;
that is that

£ (ulogu) > T(v/a).

The third follows from the definition of H, and the final inequality follows from the
fact that op(z*) > % 0
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While we have chosen to state these theorems by normalizing so that ||u||ec = 1,
note that by normalizing one has the immediate corollary:

COROLLARY 7. Suppose G = (V, E) is a finite or bounded degree infinite graph
satisfying CDE (oo, —K) for some K > 0, and u is a positive solution to the heat
equation valid for V(G) x (0,00) with ||u||eo- Then at all x € V(G) and t € (0,00),

Lvu) (1 +2K> log (”“LW) :

u

Note also that if ||u(:,t)||s denotes the maximum heat at time ¢, 2 |[u(-,¢)|| < 0 so
that [[ul[oc = [[u("; 0)||oc-

3. A Comparison Inequality. We now show how to use Theorems 5 and 6 in
order to derive a type of multiplicative ‘Harnack inequality,” comparing the heat of
two different vertices at the same time. As a comparison, it is helpful tbo recall the
Harnack inequality derived in [2] which is very much of the classical form. For conve-
nience, we state it only in the simplest form (that is when the graph is unweighted,
and the the vertices have measure p(v) = deg(v) for the definition of the Laplacian.)
For a finite or infinite graph satisfying CDFE(n,0), the Harnack inequality then states

that
\" 4Dd(x,y)?
T) < uy,Ty) (= i G
e 1) < a7 () o ().

where D denotes the maximum degree of a vertex in G.

Note that the right hand side of the inequality is undefined if 75 = T;. The
gradient estimate developed in this paper allows us to sidestep this issue, and derive
a bound somewhat reminiscent of the above.

As a first step, we make a record a observation, in the vein of creflem:triv, which
follows immediately from the definition of I'( f).

LEMMA 8. Suppose x ~ vy, and f:V — R

(f(@) — fy)? < Em2 () ().

Wmin

THEOREM 9. Suppose G = (V, E) is a (finite or bounded degree infinite) graph
satisfying CDE(oco, —K) for some K > 0, and u is a positive solution to the heat
equation with ||u||leo = 1. Then for all z,y € V(G) and t € (0, 00),

min

u(z,t) <uly,t) - exp <2d(:17,y)\/<11t + 2K> . Pmax .log(l/u(y,t))> .

Proof. We prove this by induction on d(z, y), and further note that we may assume
that

u(y,t) - exp <2d(m,y)\/(715 + QK) . Hmax ~log(1/u(y7t))> <1,

Wmin

as otherwise the inequality is trivial.
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First, assume x ~ y. Then

Here, the first inequality follows from the real number inequality log(r) < r — 1, the
third from Lemma 8, and the last from Theorem 5 (or Theorem 6). Rearranging and
exponentiating then gives the desired result in the case d(z,y) = 1.

Now consider the general case: Suppose d(x,y) =n > 2, and consider a shortest

path connecting them, x = x1,x9,...,2, = y. By induction,
(z2,1) < u(y, 1) on—1)y) (% 42k ) ey !
u(x u(y,t) - ex n— - . -lo .
2y = Yy p ¢ Winin g U(y, t)
Furthermore

u(zr,t) < u(as,t) - exp (2\/(1 + ZK) : % log (u(;’t))) .

Now consider the function

J(2) = = - exp(C/Iog(1/2))

for some positive constant C' and considered for 0 < z < 1. If f were an increasing
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function of z, then we could simply combine the inequalities, obtaining

ot =t o () = ()
<t sy (- 20) 2= e ()
o (] (o) 2= () )
<ot o (s (F o) o (1)
x exp (2\/(1 #2H) oy <u<y1,t>>>
(12) = uly.) - exp <2n\/ (52 B v (0 t))) |

Here in the second inequality we use the fact that the exponential term appearing
in the logarithm is at least one (as the exponent is positive). As log is increasing,
discarding exponential term increases the argument in the log and hence we get the
claimed inequality.

This is exactly what we claimed; and we have verified it modulo showing that f
is increasing. Unfortunately, f is not a strictly increasing function, but it is unimodal
which will suffice for our purposes. Note

2¢/log(1/z)

7(2) = exp(Cyog 7)) (1 : 0) |

Thus f(z) is increasing for z < exp(—4/C?) and then decreasing. Furthermore
f(1) = 1, and hence the maximum value of f is larger than one. To justify the

last computation, we need to take C' = 2(n — 1),/(F + 2K) - £=2= and show that

Flu(aa,t)) < f (u(y,t) exp (2(71 - 1)«1 + 2K> Moy (u(; t)))> .

If this fails, then the maximum of f(z) must occur for some

2 <u(y,t) - exp <2(n - 1)\/@ +2K> : Zf:: log (u(;’t)» .

Since f(z) > 1 for z* < z <1, this means

¥ (u(y,t) . exp <2(n - 1)\/@ n QK) : ’;‘:a: log (u(;t)))) > 1.
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But our computation showed that

f (u(y,t) - exp (2(n - 1)\/<1 + 2[() : /;r:: -log (u(; t))>>
< u(y,t)-exp <2n\/(21f + 2K> . Z}I:: -log (u(git))) )

which we have assumed is at most one by our hypothesis. This contradiction fully
justifies (12) and proves the theorem. 0

Normalizing u, one obtains

COROLLARY 10. Suppose G = (V, E) is a (finite or bounded degree infinite) graph
satisfying CDE (oo, —K) for some K > 0, and u is a positive solution to the heat
equation. Then for all x,y € V(G) and t € (0,00),

min

(@, t) < uly,t) - exp <2d<x7y>\/ (1 4 2K> b -1og<||u|oo/u<y7t>>> .

As an application, we observe that the maximum heat of a vertex in a finite graph
at time ¢ can be bounded in terms of the average heat (which is unchanging). This is
most interesting when one has a non-negatively curved graph for which one obtains:

COROLLARY 11. Suppose G = (V, E) is an n vertex graph of diameter diam(G)
which satisfies CDE(00,0). Suppose u(x,t) is a positive solution to the heat equation
on G with ||ullcc = 1. Then for all x € V(G) and t € (0, 0),

Mex - diam : l.l-llmax - 1o —
ufe,t) < T p(? diam(G) \/t W 1g<|u<-,t>|1)>'

This follows immediately from taking the y in Theorem 9 to have the minimum value
which is at most ||u(-,t)|]1/n (and noting, as in the proof of Theorem 9 that if this
minimum were too large to apply monotonicity, the bound above is larger than one.)
Also note that this corollary holds verbatim if ||u|| < 1 as opposed to ||u||ec = 1.

We close with a final corollary related to mixing of random walks. Suppose G is an
unweighted d-regular graph. As is well known, a positive solution to the heat equation
with ||u(+,%)||1 = 1 corresponds to the evolution of the distribution of the continuous
time random walk on a graph where A is chosen with the measure u(v) = deg(v).
Note that in the irregular case, it is possible to translate between the two but they
are not quite identical so, for simplicity, we stick to the regular case.

For a regular graph, the stationary distribution is the uniform distribution and
Corollary 11 gives a bound on how much the distribution can exceed the stationary
distribution at time t. That is,

COROLLARY 12. Suppose G = (V, E) is a D-reqular graph on n vertices, satisfy-
ing CDE(00,0). Let u(-,t) denote the distribution of a continuous time random walk
at time t. Then for all x € V(G) and t € (0,00),

u(z,t) < %exp (2 - diam(G) % - D -log (n)) .
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Thus for non-negatively curved graphs one immediately gets a bound on the mixing
rate in terms of the order of the graph, the degree and the diameter. For graphs
satisfying CDE’(n, K) for some K > 0 — which also necessarily satisfy CDE(o0,0)
— the diameter can also be bounded in terms of K (see eg. [10]) and hence one
obtains a mixing rate on such graphs. Note that the corollary uses the fact that for
a distribution function u, ||u|les < 1. Indeed if a better a priori bound on ||u||e is
available, this can be used in its stead.

[16]
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